Ion loss on Mars caused by the Kelvin–Helmholtz instability
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Abstract

Mars Global Surveyor detected cold electrons above the Martian ionopause, which can be interpreted as detached ionospheric plasma clouds. Similar observations by the Pioneer Venus Orbiter electron temperature probe showed also extreme spatial irregularities of electrons in the form of plasma clouds on Venus, which were explained by the occurrence of the Kelvin–Helmholtz instability. Therefore, we suggest that the Kelvin–Helmholtz instability may also detach ionospheric plasma clouds on Mars. We investigate the instability growth rate at the Martian ionopause resulting from the flow of the solar wind for the case where the interplanetary magnetic field is oriented normal to the flow direction. Since the velocity shear near the subsolar point is very small, this area is stable with respect to the Kelvin–Helmholtz instability. We found that the highest flow velocities are reached at the equatorial flanks near the terminator plane, while the maximum plasma density in the terminator plane appears at the polar areas. By comparing the instability growth rate with the magnetic barrier formation time, we found that the instability can evolve into a non-linear stage at the whole terminator plane but preferably at the equatorial flanks. Escape rates of $O^+$ ions due to detached plasma clouds in the order of about $2 \times 10^{23}$ to $3 \times 10^{24}$ s$^{-1}$ are found. Thus, atmospheric loss caused by the Kelvin–Helmholtz instability should be comparable with other non-thermal loss processes. Further, we discuss our results in view of the expected observations of heavy ion loss rates by ASPERA-3 on board of Mars Express.
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1. Introduction

Measurements of the Pioneer Venus Orbiter (PVO) spacecraft revealed a number of characteristic ionospheric structures that may be signatures of solar wind–ionosphere interaction processes (e.g., Brace et al., 1982; Russell et al., 1982). Among them are wavelike plasma irregularities, observed at the top of the dayside ionosphere and plasma clouds observed above the ionopause, primarily near the terminator and further downstream. The detailed analysis of several plasma clouds has shown that the plasma within the clouds themselves is ionosphere-like in electron temperature and density (Brace et al., 1982). When such plasma clouds were seen far above the ionosphere, they were clearly separated by an intervening region of magnetosheath plasma. This large separation in a direction perpendicular to the magnetosheath flow suggests that the ionospheric plasma in the clouds must have originated in the ionosphere upstream on the dayside, indicating that magnetohydrodynamic (MHD)
instabilities may occur at the Venusian ionopause. Therefore, Elphic and Ershkovich (1984) analyzed the stability of the Venusian ionopause by using one-fluid MHD equations for a perfectly conducting, incompressible, inviscid fluid, and concluded that the Kelvin–Helmholtz instability is the dominant instability over most of the dayside ionopause.

The physical concept of the Kelvin–Helmholtz instability (Helmholtz, 1882; Lord Kelvin, 1910; Chandrasekhar, 1961) has been applied to space physics, first to describe the viscous interaction between the solar wind and an obstacle like the Earth’s magnetosphere (Ong and Roderick, 1972; Nagano, 1978), or type I cometary tails (Ershkovich, 1980) and the Venusian solar wind–ionosphere interaction (Wolff et al., 1980). Additional analytical (Cloutier et al., 1983; Elphic and Ershkovich, 1984) and numerical analysis (Thomas and Winske, 1991) were applied to the Venusian ionopause.

Tanaka (1998) has modeled the solar wind interaction with the ionospheres of non-magnetized planets for different solar wind conditions by using a 3D MHD model with a two-component plasma. Biernat et al. (1999, 2001) developed a MHD approach, which is partly analytical and partly numerical, to investigate the 3D flow around a planetary obstacle. Recently, Terada et al. (2002) used a global hybrid simulation to describe the Kelvin–Helmholtz instability at Venus. Further, Arshukova et al. (2004) showed that the Venusian ionopause can also be subject to the interchange instability.

The magnetometer carried aboard of Mars Global Surveyor (MGS) has clearly demonstrated that, like Venus, Mars does not have a significant, global, intrinsic magnetic field (Acuña et al., 1998; Connerney et al., 2001). Therefore, the global scale Martian solar wind interaction operates similar to that at the ionosphere/atmosphere of Venus (Shinagawa and Bouger, 1999; Liu et al., 1999, 2001; Ma et al., 2002). Acuña et al. (1998) reported the detection of cold electrons above the Martian ionopause, indicating the presence of detached plasma clouds in the magnetosheath of Mars.

Measurements by the ASPERA (Automatic Space Plasma Experiment with a Rotating Analyzer) instrument on board of Phobos 2 indicated a strong loss of plasma from the Martian topside ionosphere (Lundin et al., 1990). It was suggested that this ion loss results from ion pick up due to mass loading of the solar wind in the Martian boundary layer (Lichtenegger et al., 1995; Kallio et al., 1997; Lichtenegger and Dubinin, 1998; Lammer et al., 2003a). Lundin et al. (1990) reported the observation of a strong cold ion outflow and intense O+ ion beams with energies up to several keV. Preliminary estimates of ionospheric outflow from Mars indicate that the planet may lose atomic oxygen at a rate of about 10^{25} s^{-1} during high solar activity.

Since the Martian upper atmosphere and ionosphere have a similar composition to Venus, the aim of this paper is to study under which solar wind and ionosphere conditions the Kelvin–Helmholtz instability can occur at the Martian ionopause and how efficient its contribution to atmospheric escape of planetary ions due to detached plasma clouds is compared to other loss processes. We model the Kelvin–Helmholtz instability at the Martian ionopause for one-fluid, incompressible MHD equations. In the present study, we treat the solar wind flow past Mars in an MHD approximation which we have applied successfully to the case of the solar wind flow around Venus (Biernat et al., 1999, 2001). This approach is partly analytical and partly numerical.

By knowing the wavelength at the maximum instability growth rate, we can estimate the ion loss rate by scaling the observation of Brace et al. (1982) for Venus to the situation on Mars and compare the results with the atmospheric loss processes for atmospheric oxygen obtained by ion pick up, dissociative recombination, sputtering and surface weathering studied in detail by Lammer et al. (2003a).

2. Model calculation of the Kelvin–Helmholtz instability

In ideal MHD, the Kelvin–Helmholtz instability is analyzed by using the assumption of a zero Larmor radius of the particles. But in fact, this quantity is not negligible. Lerche (1966) showed that the ideal hydrodynamic analysis of the Kelvin–Helmholtz instability at the boundary layer leads to the conclusion that the waves with the shortest wavelength are the most unstable ones.

As a consequence, there would be no limit on the growth rate with decreasing wavelength. Therefore, the ideal MHD formulation of the Kelvin–Helmholtz instability is inapplicable to the stability problem at the interface of two interacting fluids with different shear velocities. The effect of finite ion Larmor radius was investigated by Nagano (1978, 1979) who demonstrated that the finite Larmor radius effect tends to stabilize short wavelength perturbations and helps to avoid the zero wavelength anomaly (Wolff et al., 1980). This stabilization can be seen in Fig. 1.

Additionally, Wolff et al. (1980) and Elphic and Ershkovich (1984) included gravity, which acts to stabilize the interface against long wavelength perturbations (Fig. 1). Terada et al. (2002) pointed out that this term works also effectively, when the density ratio across the discontinuity is large. According to Ong and Roderick (1972), the finite thickness of the boundary layer leads to the requirement that the wave number k for the maximum instability growth rate must satisfy the condition $k d/2 \approx 0.5$, where $d$ is the thickness of the boundary layer.
In our model, we use a coordinate system, where \( X \) points from Mars to the Sun, \( Z \) is directed parallel to the IMF direction, and \( Y \) completes the right hand system. In such an IMF coordinate system, the components of the IMF are \((0, 0, |B_{\text{IMF}}|)\). We derive a dispersion relation for the case that the wave vector is parallel to the solar wind flow and perpendicular to the IMF direction \((\mathbf{k} \parallel \mathbf{u} \perp \mathbf{B})\). We use the dispersion relation appropriate for an incompressible plasma and an infinitely thin boundary layer including gravity and the finite Larmor radius effect (Wolff et al., 1980)

\[
\omega = \frac{k}{\rho_1} \frac{\rho_2 (u_2 - u_1)}{\rho_1 + \rho_2} + \frac{k|k|}{\rho_1 + \rho_2} \left( v_2 \rho_2 - v_1 \rho_1 \right) \pm i \gamma,
\]

with

\[
\gamma = \left( k^2 \frac{\rho_1 \rho_2 (u_2 - u_1)^2}{(\rho_1 + \rho_2)^2} + 2k^3 \frac{(v_1 + v_2) \rho_1 \rho_2 (u_2 - u_1)}{(\rho_1 + \rho_2)^2} \right) - k^4 \left( \frac{v_2 \rho_2 - v_1 \rho_1}{\rho_1 + \rho_2} \right)^2 - |k| \left( \frac{g (\rho_2 - \rho_1)}{\rho_1 + \rho_2} \right)^{1/2},
\]

where \( \omega \) is the frequency, and \( \gamma \) is the growth rate, \( u \) and \( \rho \) denote the plasma velocity and the plasma density, subscripts 1 and 2 denote magnetosheath and ionospheric conditions, respectively, and \( g \) is the gravitational acceleration at the ionopause. In the magnetosheath, the viscous coefficient is given as

\[
v_1 = \frac{m_i u_i^2}{4 \epsilon B_1},
\]

where \( m_i \) is the ion mass, \( \epsilon \) is the elementary charge and \( B \) is the magnetic field strength in the magnetosheath.

Since \( B \approx 0 \) in the ionosphere, the viscous coefficient can be written as \( v_2 = u_2 l \), where \( l \) denotes the mean free path of the particles (Terada et al., 2002). If we assume that the IMF is not located purely in the \( Z \) direction, the surface is stabilized, since there exists a magnetic tension \((\sim (k \cdot B)^2)\), which impedes the Kelvin–Helmholtz instability (Elphic and Ershkovich, 1984).

Because the detachment of plasma clouds is a nonlinear process, it is a requirement that the characteristic timescales in the system are below the instability growth rate. If this is the case, the instability can evolve into a nonlinear stage, giving rise to the development of ionospheric plasma clouds. A characteristic time scale is the magnetic barrier formation time \( T_m \) (Arshukova et al., 2004), which can be estimated as the time of the transport of a frozen-in magnetic field line from the bow shock to the stagnation point

\[
T_m = - \int_{x_1}^{x_s} \frac{1}{u_\epsilon} \, dx.
\]

In this equation, the lower integration boundary is not exactly taken at the stagnation point, which has the distance 1 in normalized units (see Fig. 2), in order to avoid a singularity in \((7)\). Therefore, the lower integration boundary is shifted by the quantity \( \delta_\rho \), which is a small length scale, where the frozen-in condition is not valid, because of kinetic plasma effects (Arshukova et al., 2004). We consider this distance \( \delta_\rho \) to be equal to

![Fig. 2. Scheme of the principal configuration and terminology used in our model. The ionosphere has the normalized distance 1 from the center of Mars, the magnetosheath thickness is labeled \( \Delta s \), and the bow shock distance from the center of the planet is \( x_s \). IP refers to the ionopause, and BS to the bow shock.](image-url)
the proton plasma scale, which is given as
\[ \delta_p = \frac{c}{\omega_{pi}} \approx 100 \text{ km}, \] (5)
where \( \omega_{pi} \) is the proton gyro frequency. The upper integration boundary is the distance of the bow shock in normalized units \( x_s = 1 + A_s \), where \( A_s \) is the magnetosheath thickness (Fig. 2). Taking a simple linear approximation for the velocity \( u_s \) along the stagnation stream line
\[ u_s = -\frac{u_s(x - 1)}{A_s}, \] (6)
we find the magnetic formation time as
\[ T_m = \frac{A_s}{u_s} \ln \frac{A_s}{\delta_p}, \] (7)
where \( u_s \) is the velocity just downstream of the shock. For applying the Kelvin–Helmholtz instability to Mars, it is necessary to know all the quantities mentioned above.

3. Occurrence of the Kelvin–Helmholtz instability in the Martian plasma environment

3.1. Plasma velocity and density conditions at the Martian magnetosheath

Even though a planet is unmagnetized, the flow of the solar wind is strongly affected by the interplanetary magnetic field (IMF). This interaction is studied by using a number of MHD approaches, used in a terrestrial context as well as other planetary environments (e.g., Zwan and Wolf, 1976; Biernat et al., 1999). Studying the terrestrial magnetosheath, Zwan and Wolf (1976), Erkaev (1988), and others, predicted the presence of a region adjacent to the sunward side of the magnetopause where the influence of the magnetic field is very strong. In this so-called “magnetic barrier”, the magnetic field increases, while remaining finite, and simultaneously the plasma density decreases there, thus this region is also named “plasma depletion layer”. As a consequence, the plasma beta is below unity in this region.

Considering a steady-state situation, we model the plasma in a planetary magnetosheath as a nondissipative fluid which obeys the standard ideal MHD equations (in cgs units) (e.g., Weitzner, 1983) extended for mass loading processes
\[ \nabla \cdot \left[ \rho \mathbf{u} \mathbf{u} + P \mathbf{I} - \frac{1}{4\pi} \mathbf{B} \mathbf{B} \right] = 0, \]
where \( \mathbf{u} \) is the velocity, \( P \) is the pressure, \( \rho \) is the density, and \( \mathbf{B} \) is the magnetic field. For the solar wind flow upstream of the planetary bow shock is generally supersonic and superalfvénic, so that
\[ p_\infty \ll \rho_\infty u_\infty^2 \] and \[ B_\infty^2 \ll 4\pi \rho_\infty u_\infty^2. \] (9)
A consequence of these conditions is the existence of a detached shock separating the upstream interplanetary medium (denoted by \( \infty \), and assumed uniform) from the magnetosheath. Across the shock the “Rankine–Hugoniot” jump relations must be satisfied (Biernat et al., 1999).

There are corresponding boundary conditions at the ionopause. We model this boundary as a tangential discontinuity satisfying
\[ u_n = 0 \quad \text{and} \quad B_n = 0. \] (10)
We work with the following dimensionless variables:
\[ \mathbf{R'} = \frac{\mathbf{R}}{R_0}, \]
\[ p' = \frac{p}{\rho_\infty u_\infty^2}, \]
\[ \mathbf{B'} = \frac{\mathbf{B}}{B_\infty}, \]
\[ \mathbf{u'} = \frac{\mathbf{u}}{u_\infty}, \] (11)
where \( \mathbf{R} \) is the position vector \((x, y, z)\), and \( R_0 \) is the curvature radius of the ionopause at the subsolar point. Further, we introduce a parameter \( \varepsilon \), depending on the upstream quantities as
\[ \varepsilon = \frac{B_\infty^2}{4\pi \rho_\infty u_\infty^2}. \] (12)
This parameter is the inverse square of the Alfvén Mach number \( M_\infty \). Using the dimensionless set of variables, we transform the initial system of MHD equations (8) to
the following set of equations:
\[
\begin{align*}
\rho (u \cdot \nabla) u + \nabla \Pi &= \varepsilon (B \cdot \nabla) B - q(R) u, \\
\nabla \cdot (\rho u) &= q(R), \\
\nabla \cdot B &= 0, \\
\n\nabla \times (u \times B) &= 0, \\
\n\nabla \cdot \left\{ \frac{1}{2} \mu u^2 + \frac{\kappa}{\kappa - 1} \rho \right\} u + \varepsilon B \times (u \times B) &= 0
\end{align*}
\]

with
\[\Pi = p + \varepsilon B^2 / 2.\]

Here \(q(R)\) is a normalized ion source function
\[q(R) = q_0 \exp\left(\frac{R_0 - R}{H_0}\right)\]

with
\[q_0 = N_0 n_0 \delta R_0 / (\rho_{\infty} u_{\infty})\]

and \(H_0\) is the scale height of O. To estimate the mass loading parameter \(q_0\) for Mars, we use an ion production term of \(S = N_0 \delta = 5.85 \times 10^{-3} \text{cm}^{-3} \text{s}^{-1}\) (Lichteteugger et al., 2002). By using \(R_0 = 3693\) km we achieve a typical value for the mass loading parameter of \(q_0 \sim 0.5\).

We use the model shape of the ionopause which is a composite surface made up of a hemispherical surface (of radius \(R_0\)) on the sunward side smoothly attached to a surface of revolution on the nightside, given by
\[x = \begin{cases} 1.4 - 1.3 r^4, & r \geq 0.98, \\ \sqrt{1 - r^2}, & r \leq 0.98, \end{cases}\]

where \(r = \sqrt{y^2 + z^2}\). Our ionopause flares out slightly on the nightside by an amount which decreases as we go further tailwards.

We integrate the MHD equations after bringing them to a special form, called “string equations” (see details in Biernat et al., 1999). The numerical scheme is based on the Lax-Wendroff method. We use a simplifying assumption concerning the behavior of the total pressure \(\Pi\). In our method, its variation along the ionopause surface obeys the well-known Newtonian formula. (For the general applicability of the latter in the context of flow around planets, see the review by Petrinec and Russell (1997).) For the total pressure variations along the normal to the obstacle we use the quadratic approximation
\[\Pi = \Pi_m \left(1 - \frac{\mu^2}{\delta^2}\right) + \Pi_s \frac{\mu^2}{\delta^2},\]

where \(\mu\) is the distance from the ionopause along any given normal, and \(\Pi_m\) and \(\Pi_s\) are the values of the total pressures at the ionopause, and just downstream of the bow shock (with \(\Pi_m > \Pi_s\), respectively, and \(\delta\) is the distance from the ionopause to the bow shock along the normal. Quantity \(\Pi_s\) satisfies the jump conditions at the bow shock. For the variation of \(\Pi_m\) along the ionopause, we have
\[\Pi_m = (\Pi_0 - \Pi_\infty) \cos^2 \theta + \Pi_\infty.\]

In this expression, \(\Pi_0\) is the total pressure on the ionopause at the stagnation point of the flow, and \(\theta\) is the angle between the radius vector to a given point on the obstacle and the stagnation streamline. However, the solution is not very sensitive to the precise variation of the total pressure as this quantity is the one which varies least in the (computed) magnetosheath and depletion layer.

In Fig. 3, from top to bottom, the first two panels show variations of the mass density and the total velocity along different stream lines (1–9) at the ionospheric boundary. The corresponding stream lines are shown at the bottom panel. Each stream line starts from...
the stagnation line and goes along the ionopause. The stream line number 9 corresponds to the ionopause in the $XY$-plane for $Z = 0$. The dashed line shows the shape of the obstacle in the $XZ$-plane at $Y = 0$. One can see in Fig. 3, that the highest plasma flow velocities appear at the flanks near the equatorial plane, where the velocity reaches about $0.9 u_{\infty}$. This results from the fact that magnetic forces destroy the axial symmetry of the plasma flow around the ionosphere. The plasma flow is accelerated at the flanks in direction perpendicular to the magnetic field lines. This acceleration is caused by strong magnetic field tension in the magnetic barrier.

Near the terminator, the velocity is only about $0.3 u_{\infty}$ and near the subsolar point, the velocity tends to zero, indicating that this region is stable against the Kelvin–Helmholtz instability, as also pointed out by Elphic and Ershkovich (1984) and Luhmann (1990). The plasma density reaches values of about $3 n_{\infty}$ near the subsolar point, while it decreases to $n_{\infty}$ at the terminator and at the flanks in the equatorial plane.

3.2. The situation near the subsolar point

Our model gives flow velocities in the magnetosheath of about $u_1 = 0.1 u_{\infty}$, and plasma densities of $n_1 = 3.5 n_{\infty}$ (Fig. 3). Taking a magnetic field strength of $B_1 = 20$ nT (Acuña et al., 1998) in the magnetosheath close to the subsolar point, the viscous coefficient is $v_1 = 200$ km$^2$/s, by assuming that the plasma in the magnetosheath mainly consist of protons.

The altitude of the subsolar ionopause was observed at about 300 km during the entry of the Viking 2 probe (Hanson et al., 1977). Also Mars Global Surveyor measurements indicate an ionopause altitude of about 350 km (Mitchell et al., 2001), which is consistent with calculations by Ma et al. (2002). At an altitude of about 300 km, the gravitational acceleration is $g \approx 3.15$ km/s$^2$ and the ion temperature is about 1700 K (Hanson et al., 1977; Barth et al., 1992), which results in a viscous coefficient of $v_2 \approx 1000$ km$^2$/s.

Measurements of both Viking landers established that the principal ion in the Martian ionosphere does not correspond to the main ionizable neutral constituent CO$_2$, but is O$_2^+$, in a manner analogous to the case of the Venusian ionosphere (Hanson et al., 1977). In addition, the O$^+$ concentration becomes comparable to that of O$_2^+$ at altitudes above 280 km, and also H$^+$ has a certain contribution to the ion density at these altitudes. According to Barth et al. (1992), we use an O$_2^+$ density of about $7 \times 10^2$ cm$^{-3}$, an O$^+$ density of about $2 \times 10^5$ cm$^{-3}$, and a H$^+$ density of about $5 \times 10^2$ cm$^{-3}$ at the subsolar ionopause altitude.

Therefore, we get a mass density $\rho_2 = (7 \times 10^2 + 2 \times 10^5 + 50) \times m_p \approx 2.5 \times 10^5$ cm$^{-3} \times m_p$ in the ionosphere. By applying our model to this case, we obtain instability growth rates $\gamma < 10^{-3}$ s$^{-1}$, which can be compared with the inverse of the magnetic barrier formation time. The distance of the bow shock is $R \approx 1.5 R_M$ (Luhmann et al., 1992) and $u_s = (\rho_\infty/\rho_2) u_\infty = u_\infty/3$. Using a solar wind velocity of 250 km/s, the magnetic barrier formation time is $T_M = 240$ s, and 150 s for a solar wind velocity of 400 km/s. It follows that the characteristic frequency for 250 km/s is $4 \times 10^{-3}$ s$^{-1}$ and for 400 km/s it is $7 \times 10^{-3}$ s$^{-1}$.

Therefore, it seems reasonable that the subsolar ionopause of Mars is stable with respect to the Kelvin–Helmholtz instability. If we consider model calculations of Shinagawa and Cravens (1989), which included ion loss due to the divergence of the horizontal velocity field, the particle density at $300 \text{ km}$ is $n_2 = (2 \times 10^2 \times 16 + 40 + 44) \times 10^3 \times m_p \approx 6 \times 10^5$ cm$^{-3} \times m_p$, where the last term corresponds to CO$_2^+$ ions. We find that this also results in growth rates many orders of magnitude below the magnetic barrier formation time so that the ionopause is stable against the Kelvin–Helmholtz instability.

3.3. The situation near the polar terminator

One can see from Fig. 3 that the flow velocity in the magnetosheath near the terminator is about $u_1 \approx 0.3 u_{\infty}$, while the density is $n_1 \approx n_{\infty}$. Measurements of Mars Global Surveyor (Acuña et al., 1998) and radio occultation experiments indicate that the distance of the ionopause for high solar zenith angle may lie between 300 and 500 km, while certain model calculations (Kallio, 1996; Ma et al., 2002) use altitudes of at least 1000 km.

Since the measurements of the quantities needed to calculate the instability growth rate are very poor, we want to consider different cases, which may appear on Mars. We model the situation for a medium solar wind velocity of $u_{\infty} = 400$ km/s (Case 1), and for a low solar wind velocity of $u_{\infty} = 250$ km/s (Case 2). Additionally, we consider the case of a low-altitude ionopause at 400 km altitude, and the case of an ionopause altitude of 1000 km in the terminator plane.

For the first case with medium-speed solar wind conditions, the magnetosheath flow velocity is $u_1 = 120$ km/s. Considering a low-altitude ionopause, we use the ionospheric parameters of Shinagawa and Cravens (1989), where they assumed an induced magnetic field of 60 nT, resulting in an O$^+$ density of about $5 \times 10^2$ cm$^{-3}$ and a H$^+$ density of about $10^2$ cm$^{-3}$ at 400 km altitude. This gives a mass density $\rho_2 = (5 \times 10^2 + 5 \times 10^5 \times m_p \approx 8 \times 10^3 \times m_p$. Using an ion temperature of 2000 K (Barth et al., 1992), the viscous coefficient in the ionosphere is $v_2 \approx 260$ km$^2$ s$^{-1}$, while the viscous coefficient in the magnetosheath is $v_1 = 630$ km$^2$/s. For this case, we achieve maximum growth rates of about $\gamma = 10^{-2}$ s$^{-1}$ (Fig. 4a) at a wavelength of 150 km. Because the characteristic frequency in this case
is about $7 \times 10^{-3}$ s$^{-1}$, the instability can occur for medium-speed solar wind condition.

For the case of a high-altitude ionopause at about 1000 km, we can assume much smaller ionospheric particle densities, e.g., $\rho_2 = 800 \text{ cm}^{-3} \times m_p$, corresponding to an O$^+$ density of 50 cm$^{-3}$. For an induced magnetic field of 20 nT, the viscous coefficient in the magnetosheath is $v_1 \approx 730 \text{ km}^2$/s. For the ionosphere, if we use an ion temperature of about 2400 K (Barth et al., 1992) and an ion velocity of 100 m/s (Shinagawa and Cravens, 1989), we get the viscous coefficient as $v_2 \approx 3800 \text{ km}^2$/s. The maximum instability growth rates obtained in this case are about $\gamma = 10^{-2}$ s$^{-1}$ (Fig. 4b), which is again below the characteristic frequency. The corresponding wavelength is approximately 800 km.

Since there is a large uncertainty regarding the ionospheric particle density at a height of 1000 km, we want to study two additional cases, for an O$^+$ density of 100 cm$^{-3}$ and of 20 cm$^{-3}$. For the first case, the growth rate and the wavelength are slightly smaller than for an O$^+$ density of 60 cm$^{-3}$. For the second case with a small particle density, the growth rate is below the characteristic frequency of $7 \times 10^{-3}$ s$^{-1}$, but the result is also very sensitive with respect to the magnetosheath velocity, because if we assume a magnetosheath velocity $u_1 = 150 \text{ km/s}$ instead of 120 km/s, the growth rate is about $2 \times 10^{-2}$ s$^{-1}$.

For low-speed solar wind conditions (Case 2) of $u_\infty = 250 \text{ km/s}$, the magnetosheath velocity is $u_1 = 75 \text{ km/s}$. For both, a high- and a low-altitude ionopause, the growth rates are about $10^{-3}$ s$^{-1}$, while the characteristic frequency is $4 \times 10^{-3}$ s$^{-1}$. Therefore, the Kelvin–Helmholtz instability will not occur at the polar terminator, if low-speed solar wind conditions are assumed.

3.4. The situation at the equatorial flanks near the terminator plane

We calculated a flow velocity of $u_1 \approx 0.9u_\infty$ in the region at the equatorial flanks near the terminator plane. The density in this region is close to the solar wind density. We consider again both cases mentioned in the previous section.

For a medium solar wind velocity of $u_\infty = 400 \text{ km/s}$, the magnetosheath velocity is $u_1 = 360 \text{ km/s}$. For an ionopause altitude of about 400 km and an ionosphere density of $\rho_2 = 8 \times 10^3 \text{ cm}^{-3} \times m_p$, the viscous coefficients are $v_1 \approx 5600 \text{ km}^2$/s and $v_2 \approx 260 \text{ km}^2$/s, respectively. The instability growth rate for this case is $\gamma = 7 \times 10^{-3}$ s$^{-1}$, corresponding to a wavelength of about 60 km (Fig. 5a). For these small wavelengths, the finite boundary thickness must be taken into account. If we assume a so-called “thin ionopause” (Mahajan and Mayr, 1990), the ionopause thickness is about 20 km, which was also used by Shinagawa and Bougher (1999). In this case, the requirement that $kd/2 \approx 0.5$ must be fulfilled. To fulfil this condition, the ionopause thickness must be less than 10 km for the maximum growth rate, which is not realistic. But for a boundary thickness of 20 km, the growth rates are as large as $\gamma = 4 \times 10^{-2}$ s$^{-1}$ (Fig. 5a) and for 30 km, $\gamma = 3 \times 10^{-2}$ s$^{-1}$, which is also below the characteristic frequency of about $7 \times 10^{-3}$ s$^{-1}$. For a high-altitude ionopause, the viscous coefficients are $v_1 = 16,900 \text{ km}^2$/s and $v_2 = 3800 \text{ km}^2$/s. This leads to a maximum growth rate of $\gamma = 5 \times 10^{-2}$ s$^{-1}$ at a wavelength of about 200 km (Fig. 5b). The magnetic barrier formation time in this case is 150 s, and therefore the Kelvin–Helmholtz instability can evolve at the equatorial flanks.

For low-speed solar wind conditions the magnetosheath velocity is $u_1 = 225 \text{ km/s}$. A low-altitude ionopause leads to viscous coefficients of $v_1 \approx 2200 \text{ km}^2$/s and $v_2 \approx 260 \text{ km}^2$/s, respectively. Therefore, a growth rate of $\gamma = 3 \times 10^{-2}$ s$^{-1}$ at a wavelength of 100 km is achieved. A high-altitude ionopause leads to a growth rate of $\gamma = 2 \times 10^{-2}$ s$^{-1}$, but at large wavelengths of about 500 km. Since the
characteristic frequency for low solar wind velocities is about $4 \times 10^{-3} \text{ s}^{-1}$, the Kelvin–Helmholtz instability will also occur in this case.

3.5. Ion loss due to instability induced detached plasma clouds

Brace et al. (1982) estimated from the PVO observations that on average, about 12 ionospheric plasma clouds were present at any given time in the cloud zone at Venus. This estimation is based on the assumption that the probability of observing a cloud would be approximately the ratio of the cross sectional area of the cloud to the total area of the observable zone. This ratio is about $\frac{1}{20}$, which means one plasma cloud in 20 should be detected. Thus, if only one cloud is in the observable zone, there is a 5% chance of observing it on any downstream passage through the zone.

Instead, PVO observed clouds on 20% of the orbits, a fact which suggests that an average of four plasma clouds were in the observable zone at any given time. Since, only about $\frac{1}{4}$ of the zone was observed by PVO, Brace et al. (1982) assumed that there are an average of $n_c = 12$ clouds somewhere in the zone at any given time.

If we scale the Venusian ionopause surface to the Martian geometry, we can expect that about 4 clouds may be present in the Martian magnetosheath at any time. Now we can assume that the time for the development of a plasma cloud lies in the range of the magnetic barrier formation time $T_M$ which is in the range of 120–240 s. Therefore, the ion escape rate $f$ can be estimated as (Brace et al., 1982)

$$f \approx \frac{n_i n_c}{T_M},$$

where $n_i$ is the number of ions in one plasma cloud, and $n_c$ is the cloud number. The number of ions in one plasma cloud can be estimated for an assumed cylindrical shape as the product of the plasma cloud volume and the ionospheric plasma density in the region where the cloud detaches from the ionosphere. We assume that the cloud has a cylindrical configuration with a radius of half of the instability wavelength and a height of 1000 km (Brace et al., 1982).

Near the polar terminator, we found that the Kelvin–Helmholtz instability will occur only for medium-speed solar wind conditions. For a low-altitude ionopause, we take an ionospheric particle density of 8000 cm$^{-3}$ and a wavelength of 150 km. Therefore, the ion escape rate can be determined as $f = 5.7 \times 10^{24}$ particles/s. This corresponds to a loss of about $3.5 \times 10^{23}$ O$^+$ s$^{-1}$ and $3.5 \times 10^{21}$ H$^+$ s$^{-1}$. For a high-altitude ionopause, the ionospheric density is about 800 cm$^{-3}$ and the wavelength is about 800 km. The ion escape rate for this case is $f = 1.6 \times 10^{25}$ particles/s, giving an O$^+$ loss of $10^{24}$ s$^{-1}$.

At the flanks, the Kelvin–Helmholtz instability occurs for medium- and low-speed solar wind conditions. For medium-speed solar wind conditions and a low-altitude ionopause, an escape rate of $f = 9.1 \times 10^{23}$ particles/s is found. This gives an O$^+$ loss of about $6 \times 10^{22}$ s$^{-1}$ and of about $6 \times 10^{20}$ H$^+$ s$^{-1}$. A high-altitude ionopause gives a slightly larger escape rate of $f = 10^{24}$ particles/s, which yields an O$^+$ escape of $6.5 \times 10^{22}$ s$^{-1}$. For low-speed solar wind conditions, we found higher escape rates. For a low-altitude ionopause, we achieve an ion escape rate of $2.5 \times 10^{24}$ particles/s, corresponding to a loss of $1.5 \times 10^{23}$ O$^+$ s$^{-1}$ and $1.5 \times 10^{21}$ H$^+$ s$^{-1}$. A high-altitude ionopause leads to an escape rate of $f = 6.3 \times 10^{24}$ particles/s, giving an O$^+$ loss of $4 \times 10^{23}$ s$^{-1}$. Since we have shown that the instability growth rates at the flanks are nearly one order–of–magnitude higher than near the polar terminator, it is reasonable to assume that most of the clouds will detach in this region, which was not studied by Brace et al. (1982). Therefore, we assume that the total number of clouds detaching from the ionopause can reach 30 clouds at any given time. This
assumption gives escape rates for medium-speed solar wind conditions of \( f = 6.8 \times 10^{24} \) particles/s and \( f = 7.5 \times 10^{24} \) particles/s for low and high ionopause altitudes, respectively. The corresponding \( O^+ \) escape rates are \( 4.3 \times 10^{23} \) and \( 4.7 \times 10^{21} \) s\(^{-1}\), while the \( H^+ \) escape rate is \( 4.3 \times 10^{21} \) s\(^{-1}\) for a low-altitude ionopause.

For low-speed solar wind conditions, we get escape rates of \( f = 1.9 \times 10^{25} \) particles/s and \( f = 4.7 \times 10^{23} \) particles/s, again for low and high ionopause altitudes. The \( O^+ \) escape achieved under these conditions is \( 1 \times 10^{24} \) and \( 3 \times 10^{24} \) s\(^{-1}\), respectively, while the \( H^+ \) escape rate is \( 1.2 \times 10^{22} \) s\(^{-1}\) for a low-altitude ionopause.

By comparing these loss rates of \( O^+ \) ions due to detached plasma clouds with loss rates of very low energetic \( O \) atoms from dissociative recombination of about \( 5.0 \times 10^{24} \) s\(^{-1}\) (Lammer and Bauer, 1991; Fox, 1993; Luhmann, 1997; Kim et al., 1998), 3D-sputter model results of \( O \) atoms of about \( 4.3 \times 10^{23} \) s\(^{-1}\) (Leblanc and Johnson, 2002) and modeled ion pick up escape rates during medium-speed solar wind conditions of about \( 3 \times 10^{24} \) s\(^{-1}\) (Lammer et al., 2003a), one can see that the Kelvin–Helmholtz instability may remove ions from Mars in comparable amounts (Table 1). The loss of \( H^+ \) ions can be neglected compared with other processes. One can see that at present the total average loss of oxygen from Mars is about \( 1.5 \times 10^{25} \) s\(^{-1}\) and fails by far to balance the total thermal and nonthermal escape flux of hydrogen of about \( 1.8 \times 10^{26} \) s\(^{-1}\). Since hydrogen and oxygen lost to space are believed to have their origin from photo-dissociation of \( H_2O \) vapor in the Martian atmosphere, the difference between the oxygen and hydrogen loss to space, needed for the validation of a 2:1 ratio between \( H \) and \( O \), can be explained by the incorporation into the Martian surface by chemical weathering processes (Lammer et al., 1996, 2003a, b; Patel et al., 2003).

### 4. Conclusions

Our study concerning the occurrence of the Kelvin–Helmholtz instability at the Martian ionopause yields \( O^+ \) ion loss rates of about \( 2 \times 10^{23} \)–\( 3 \times 10^{24} \) s\(^{-1}\) depending mainly on the solar wind conditions, the ionopause altitude and the ionospheric plasma density. We suggest that the Kelvin–Helmholtz instability contributes efficiently to the erosion of ionospheric particles and may explain the difference between photochemical ionospheric equilibrium models (Kar et al., 1996) and observed ion density profiles on Mars. Further, this loss process may also be necessary to achieve observed ion density profiles in MHD models (Shinagawa and Cravens, 1989). On the other hand, we found several limitations, which restrict the occurrence of the Kelvin–Helmholtz instability. If the density ratio between the magnetosheath and the ionosphere is large, like it was on early Mars, the Kelvin–Helmholtz instability may not occur. For high viscous coefficients, the wavelengths are shifted to large values and the instability growth rates decrease. Such large viscous coefficients can be achieved in the ionosphere, if momentum transfer (Pérez-de-Tejada, 1998) accelerates the ions in the upper ionosphere to velocities of more than \( 5 \) km/s, but in this case, the ions may escape since their velocity is larger than the escape velocity on Mars. If the induced magnetic field at the ionopause is large, e.g., more than \( 40 \) nT, the viscous coefficients are smaller, which makes the occurrence of the Kelvin–Helmholtz instability more likely. Maybe, remnant, local magnetism (Ma et al., 2002) will support the development of plasma clouds at the Martian ionopause. Additionally, in our approach the bow shock and the ionopause are assumed to be axially symmetric, and therefore this model contains no asymmetries associated with finite gyroradius effects, especially of the \( O^+ \) ions. In future, we want to investigate in more detail the influence of the mass loading term on the evolution of the Kelvin–Helmholtz instability.

If plasma clouds, like those observed at Venus and predicted in our paper, are also present above the Martian ionopause they are likely to be measured by the ASPERA-3 instrument during ESA’s Mars Express mission. The periapsis of Mars Express will be about 280 km, and during the mission the Martian plasma environment above the ionopause will be probed for the first time over a whole range of solar zenith angles. The ASPERA-3 instrument contains an electron spectrometer (ELS) that is capable of measuring electrons in the energy range \( 0.01 \)–\( 20 \) keV, and an ion mass analyzer (IMA) for measurements in the energy range between \( 0.01 \) to \( 40 \) keV/q of the main ion components \( H^+, H_2^+, He^+, O^+ \), and the group of ions with \( M/q \) between \( 20 \) and \( 80 \). However, the total ion outflow measurements on Mars by the ASPERA-3 instrument will reduce the uncertainties in the current estimations of atmospheric/water loss caused by solar wind plasma interactions with the ionospheric environment such as ionospheric clouds and momentum transfer effects.

### Table 1

<table>
<thead>
<tr>
<th>Process</th>
<th>Loss of oxygen ( (s^{-1}) )</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atmospheric sputtering</td>
<td>( 4.3 \times 10^{23} )</td>
<td>Leblanc and Johnson (2002)</td>
</tr>
<tr>
<td>Photochemical processes</td>
<td>( 5 \times 10^{24} )</td>
<td>Lammer and Bauer (1991)</td>
</tr>
<tr>
<td>Average ion pick up</td>
<td>( 3 \times 10^{24} )</td>
<td>Lammer et al. (2003a)</td>
</tr>
<tr>
<td>Plasma clouds maximum</td>
<td>( 3 \times 10^{24} )</td>
<td>this work</td>
</tr>
<tr>
<td>Plasma clouds minimum</td>
<td>( 2 \times 10^{24} )</td>
<td>this work</td>
</tr>
</tbody>
</table>
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